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1. Introduction

Ø We presented a real-time system that generated 2D annotated images
containing dogs 

Ø We release SyDog, a large-scale dataset of dogs with 2D keypoints and 

bounding box coordinates

Ø We demonstrated that using the SyDog dataset improves the accuracy of 
pose estimation models and reduces the need for labour intensive labelling  

2. Data generation

4. Results on SyDog [Ours]

Samples from SyDog dataset 

5. Conclusions

3. Experiments 4. Results on StanfordExtra [Biggs et al. 2020]

Evaluation Metrics

Ø Percentage of Correct Keypoints (PCK), at 
10% of bounding box diagonal  

Ø Mean Per Joint Position Error (MPJPE) w.r.t.
bounding box diagonal

Bridging the domain gap 

(synthetic vs real)

Ø Fine-tuning the networks trained with pure 
synthetic data with real data 

Ø Training the networks with a mixed dataset 
(synth+real)

Ø Input: RGB Image
Ø Output: keypoint coordinates instead of segmentation masks 

Ø Input: RGB Image
Ø Output: heatmap for each keypoint

Mask R-CNN [He et al. 2017]

Motivation: Estimating the pose of animals from video helps to understand the animal motion and 
this supports many applications and disciplines such as: 
• Veterinary sciences 
• Biomechanical applications 
• Neuroscience
• Robotics
• The entertainment industry

Problem: There is a lack of animal pose datasets. Manually annotating several keypoints in 
thousands of images is both labour intensive and expensive. 

Question: Can synthetic data improve 2D pose estimation models?  
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Ø Generated image data of dogs in the game engine, Unity3D based on [Zhang et al. 2018]
Ø 8 dogs (3D models), 12 fur textures, 1k background images, 10 terrain textures, randomized light 

and camera settings
Ø Output: Images + 2D joint  locations and bounding box coordinates

2- & 8-Stacked Hourglass Network [Newell et al. 2016]

Table 2: PCK@0.1 and MPJPE results from the 2-and 8-stacked hourglass network (2HG, 
8HG) and the Mask R-CNN trained solely on (Real) and solely on the SyDog dataset 
(Synthetic) together with the fine-tuned (FT) models and the models trained with a mixed 
dataset (Mixed@fraction). 

Table 1: PCK@0.1 and MPJPE results from the 2-and 8-
stacked hourglass network (2HG, 8HG) and the Mask R-
CNN on the SyDog dataset

CV4Animals Workshop

Input Output

Keyboard inputs control the animation (walk/run, jump, sit)


